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Abstract

Speculative decoding uses a small "draft" model to speculate a larger "oracle" model
and increase generation speed. In this context, once approach to address the issue
of compounding draft-oracle mismatch rates is to scale the number of speculative
samples at each sequence position. However, prior work scales speculation at a fixed
rate, which is not necessarily optimal. We introduce an entropy-informed technique
that scales sampling according to draft model uncertainty. This method uses logit
entropy as a proxy for model uncertainty, with high entropies corresponding to
high token-level uncertainty. With this knowledge, we can dynamically shape the
speculation tree to maximize draft-oracle match rates. We demonstrate that, with
relatively low overhead, we can better allocate speculative tokens, leading to an
overall decrease in generation time of ~7% when compared to vanilla speculative
decoding.

1 Introduction

Scaling inference-time compute of large language models (LLMs) has been shown to significantly
improve model accuracy. Some existing approaches using this concept include Tree of Thought [12]
and Speculative Decoding [5]. In these approaches, smaller models are used to speed up overall
generation time. Quantifying or estimating the success of these small models is crucial for efficiently
implementing these approaches. However, it is currently handled by static heuristics or expensive
forward passes.

To address these limitations, we propose using the Shannon entropy of model output logits to measure
uncertainty. Increased entropy indicates a greater degree of “surprise” in the next-token probability
distribution. Besides reflecting the true statistical uncertainty of the next-token, this methodology is
cheap since token logits are already generated during model generation.

In this work, we first demonstrate that there exists an actionable relationship between model accuracy
and logit entropy. Second, we operationalize this principle by implementing an accelerated variant of
tree speculative decoding, building on the ideas proposed in Staged Speculative Decoding [9]. Rather
than constructing a speculative tree batch of fixed topology, we dynamically adjust the branching factor
as a function of entropy. The exponential characteristic of a tree batch is well-suited for exponential
decrease in draft-oracle match rates, while entropy-informed branching “grows” the tree along optimal
paths.

With this approach, we demonstrate a significant generation speed improvement compared to naive and
fixed-tree speculative decoding.

2 Related Work

Repeated sampling of small models to meet the accuracy of larger models or boost their performance
is a concept that’s recently gained significant traction. We present some selected techniques that are of
relevance to our approach.
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2.1 Shannon Entropy

In this work, we posit that entropy can be used as a measure of model uncertainty at the token level.
Intuitively, Shannon entropy is a measure of uncertainty or "surprise" in a probability distribution [8].
LetM be some model. Let Y be a token prefix. Let X be a random discrete variable representing the
next token prediction where X is distributed by the model probabilities (i.e. post-softmax logits). Thus,
we can define pM(x|P), for some x ∈ X , as the probability that token x is the next token, given some
prefix P . Given this formulation, we can formally define the Shannon entropy for the next-token logits:

H(X|P) = −
∑
x∈X

pM(x|P) log pM(x|P)

2.2 Model Reasoning

Model reasoning refers to the use of multi-step problem-solving strategies used to tackle more
complex problems. Some existing approaches to this challenge include Chain-of-Thought prompting
[10], or Tree-of-Thoughts [12]. The common theme in these approaches is to re-prompt the model
with a more complex set of inputs which are aggregated to form a more accurate response. Using
this approach, it is possible to significantly improve the accuracy of small models while working in a
resource-constrained setting.

A recent open-source project called Entropix incorporates entropy into pre-existing model reasoning
approaches [11]. Rather than re-prompt at a fixed rate or rely on value functions dependent on model
voting, Entropix asserts that the mean and variance of generation entropy can be used to more optimally
sample models at inference-time.

We preliminarily validated the relationship between model uncertainty and logit entropy. We ran
one-shot inference with Llama3.2-1B [1] on a subset of GSM8K [4], collecting data on output logit
entropy and answer accuracy. We observed a clear correlation between the entropy generated by correct
and incorrect outputs, as illustrated in Figure 3. This validates the notion that entropy can be used to
meaningfully discern between desirable and undesirable outputs, at least for this domain.

2.3 Speculative Decoding

Speculative decoding is a two step process in which a small draft model auto-regressively generates
a series of "speculated" tokens and a larger oracle model verifies them. In Staged Speculative Decoding,
as proposed by Spector & Ré [9], a fixed tree of speculated tokens is generated. Thus, the number of
speculated candidate tokens at each subsequent sequence position is exponentially greater than the
previous. This approach effectively addresses the issue of compounding draft-oracle disagreement with
minimal additional overhead. This paper also proposes other optimizations, but we focus on expanding
on the idea of providing multiple options at each index with a tree batch.

Combining the tree batch mechanism and entropy-based classification of "good" and "bad" model
outputs, we propose using dynamically shaped trees instead of the static branching factors and depths
from this paper.

3 Methods and Technical Approach

3.1 Validation and Naive Approaches

To validate that entropy is actionable in the context of speculative decoding, we first ran some
preliminary experiments examining the entropy of logits from the speculative (draft) model. We
recorded the logits of all matched and mismatched tokens to calculate their respective entropies. We
found that the mismatch probability of a given speculated logit increases with entropy, even though the
number of mismatched tokens is much smaller than the number of matched tokens 1.

With this knowledge, we implemented an initial version of speculative decoding where the number of
speculated tokens is decided on the fly. If the probability of mismatch is higher than the probability of a
match (corresponding to entropies higher than 1), we return early without continuing to speculate. We
call this method "early stopping". An extension of this approach naively provides multiple options for
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(a) Probability of token mismatch (b) Match and mismatch entropies

Figure 1: Speculated entropy frequencies according to match and mismatched labels

the final index of our speculated sequence by copying the entire sequence down the batch dimension
and replacing the last token with the top-k probable tokens. We then return early from the speculation.
We duplicate the final index because the final sequence element typically contains the token of greatest
entropy in the "early stopping" approach. We call this approach "naive width".

3.2 Efficient Tree Batches

To improve upon the naive method of providing multiple options at an index, we must allow for
tree batches to efficiently be passed into the model. Although there are several ways to potentially
implement tree batches, one must be careful to pick one that is sufficiently efficient; otherwise the
speedups produced by an increased draft-oracle match rate will be lost to the additional overhead.

The naive width approach suffers from massive redundancy in the final speculated batch. To remedy
this, We instead use the same set of keys and values for the entire shared prefix and only generate
additional ones for the new options we propose at each index. This eliminates unnecessary replication
of work and data. To achieve this, we implement tree batches by flattening the speculation tree into a
single sequence and constructing an attention mask such that each token only attends to itself and its
parents in the tree. We also simultaneously construct positional embeddings that reflects each token’s
true position in the sequence, as opposed to its position in the flattened tree sequence. An illustration
of the attention mask constructed by this process is found in Figure 4.

With this methodology, we only keep a single copy of the sequence prefix at any given position,
irrespective of the number of samples drawn, to avoid unnecessary redundancy. Thus, each call to
the draft model to speculate a new set of tokens creates an empty tree rooted at the last token of
the conditioning. We then recursively create the attention mask and position embedding matrices
together and perform a forward pass with them. The resulting logits are then used to grow the tree by
dynamically deciding a branching factor b at each leaf and selecting b top tokens to include. We can
think of this as a generalization of naive speculative decoding, where the naive approach is a special
case with a fixed branching factor of 1. Selecting more than one candidate at a new branch is essentially
free since we are simply performing a top-k operation on the logits we already calculated. We also
provide an avenue to control the depth of the tree as a function of entropy, which is equivalent to setting
the branching factor to 0.

3.3 Applications to Speculative Decoding

The dynamic trees that are enabled by our approach can have both dynamic depth and width.
Intuitively, we would want to increase depth and keep a narrow tree if the speculative model is more
confident, and we would want a shallow but wide tree if the model is less confident. Thus, we must
choose when to stop growing the tree, and when we grow the speculative tree to a new index, we must
choose the branching factor for each leaf. These are hyperparameters that we searched through with
some intuition about the distribution of entropies on matched and mismatched tokens. We provided
scaffolding to specify drop-in functions of entropy to control both the depth and width of our tree that
would make it easy to run experiments on these hyperparameters.
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Algorithm 1 Dynamic Tree Speculative Decoding

Require: xinput (input sequence), L (generation length), Md (draft model), Mo (oracle model)
Ensure: xoutput (output sequence)

1: xoutput ← xinput
2: while |xoutput| − |xinput| < L do
3: // Speculative tree from draft model
4: T ←Md.speculate(xoutput)
5: // Sequence, mask, position matrix
6: (s,m,P)← FlattenTree(T )
7: // Logits via forward pass of oracle model
8: z←Mo(s,m,P)
9: // Position index for initial token in xinput

10: p← |xinput|
11: for d = 1 to Depth(T ) do
12: tsampled ∼ Sample(z[p])
13: // Match with candidate at depth d
14: if tsampled ∈ T .keys() then
15: xoutput ← xoutput ∪ {tsampled}
16: // Update p to matched token position
17: p← Position(tsampled, s)
18: // Update tree to child of matched token
19: T ← T [tsampled]
20: if T = ∅ then
21: tsampled ∼ Sample(z[p])
22: xoutput ← xoutput ∪ {tsampled}
23: break
24: end if
25: else
26: xoutput ← xoutput ∪ {tsampled}
27: break
28: end if
29: end for
30: end while
31: return xoutput

Using these functions, we created many version of our system. These versions employed various
strategies, such as being aggressive with the branching factor but remaining static in depth, or varying
both dynamically.

4 Experiments and Results

We formulate our experiments by running inference on the humaneval dataset [2] using speculative
decoding with a temperature of 0.4. Each approach is evaluated on 45 prompts, with the relevant
metrics being captured on a per-prompt basis. GPT2-large [7] is used as the oracle model and GPT2 as
the draft model. We built ontop of the boilerplate code provided in CS 229S Assignment 2 [6].

Since we were only interested in examining the impact of tree batches and not hierarchical speculation
as in Spector and Re, we compared our results to naive speculative decoding without tree batches. To
provide an estimate of the improvement that dynamic trees provide over static ones, we also used our
own implementation to record the performance of our dynamic approach against a static tree with fixed
branching factor of 2, demonstrating the same exponential increase in tokens per index.

In figures 5 and 6, we visualize the time gains on the y-axis by subtracting the generation times on
a per-prompt basis. The x-axis is a measure of reduction in wasted work, which we represent by
subtracting the number of wasted speculated forward passes in the baseline which would have been
thrown out due to an earlier mismatch with the number of wasted layers in the new approach. For both
axes, a value greater than 0 is desirable (marked by the dashed black lines) as it indicates a performance
increase compared to the baseline. The average time reductions are represented by the dashed red lines.
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We see that the number of wasted passes is usually strongly correlated with the time savings (with the
exception of the naive width approach, which introduces high overhead and disproportionately impacts
long generations).

We report results for the most promising candidates of the depth and width functions we experimented
with. We find that the best-performing approach was to use tree batches with dynamic width and a
fixed depth of four. This approach saved an average of 2.07 seconds per prompt (Fig 5 part c). This
result is summarized in Fig 2 below, along with the tokens per second improvement to isolate the
length of the generation.

Baseline Static Tree Simple Cutoff Dyn Width + Depth Dyn Width Only

Avg Time Savings 0% 2.3% 4.43% 6.65% 7.16%
Tokens/sec 10.078 10.351 10.556 10.83 10.88

Figure 2: Performance results from speculative decoding variants.

We see that using static tree batches (with a branching factor of 2, depth 4) is preferable to vanilla
speculative decoding by providing exponentially more options at each index, saving 1.07 seconds per
generation on average, Fig 6. More importantly, we demonstrate that using dynamic entropy-based
strategies produced further improvement, boosting time savings an additional 4.86%.

While the reported results reflect the best-performing hyperparameters identified in our search, limited
time and resources prevented us from conducting an exhaustive grid search. The best-performing
"dynamic width" result from Fig 2 uses the following expression to calculate the branching factor at a
given node, while keeping the depth fixed:

B(entropy) =


1 if entropy < 0.02,

2 if 0.02 ≤ entropy < 1,

min(⌈entropy× 4⌉, 7) if entropy ≥ 1.

5 Discussion

From these results, it’s clear that using tree batches with dynamic cutoffs provides performance
benefits over vanilla speculative decoding. We also show that dynamically varying the branching
factor performs better than keeping a static branching factor. While we weren’t able to exhaustively
search through static branching factors, we believe our chosen hyperparameters to be an approximate
representation of the general performance of this method and minimally a lower bound on its potential.

We experimented with various formulations for branching factor and depth as a function of entropy:
we built on the idea that entropies greater than 1 are more likely to be mismatched than matched, and
that the number of options should scale with the magnitude of the entropy. Following this train of
thought, we opted to not explicitly fix the number of nodes in the tree, inspired by the success of the
early stopping approach we attempted at first which relied on a highly variable number of speculated
tokens. However, a likely optimization is to set an explicit maximum to the total number of nodes (a
speculation "budget") instead of a cap on the depth and width individually.

There are a few possibilities for why we saw a relative decline in results when varying both the depth
and width dynamically. One (likely) possibility is that we simply didn’t explore the hyperparameter
space sufficiently due to time and resource constraints. Alternatively, our implementation might be
skewed to perform better in the static depth setting. For example, when we grow the speculative
tree and decide to stop growing deep on some paths, we still must repeatedly unflatten and flatten all
"done" branches when continuing the speculation for the other paths. This means we also perform
forward-passes along those paths despite not using the logits. We also suspect that using a dynamic
depth prevents us from capitalizing on the benefits of mitigating mismatch by going "wide" at an
index since we instead end speculation early. In the context of a defined speculation budget, we could
reformulate dynamic depth as setting the branching factor to 0 when the desired branching factor
exceeds our speculation budget; in other words, when the uncertainty is too great to reasonably account
for by re-sampling.
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More broadly, there were several key implementation details that are relevant to contextualizing our
results. As an alternative to performing entirely isolated self-attention on a copy of the main sequence in
speculative generation, we could have conducted cross-attention into the main KV cache corresponding
to the shared prefix and self-attention on a temporary cache for the tree batch itself, as is done in
Spector and Re [9]. Since we run our baselines with KV caching disabled for the speculative model,
we skip this optimization. Moreover, when constructing the flattened tree, there were several traversal
orders we could have opted for. We chose for in-order traversal for ease of implementation. However,
there were alternative traversal orders, such as level-order traversal, which would have enabled us to
merge identical tokens at a given index position to avoid repeated work.

Another important conclusion from the results is that even simple inclusions of entropy-based tech-
niques can have significant impact on performance. Simply choosing speculation length based on an
appropriate entropy cutoff provided the most consistent improvement across all prompts (Fig 5a), with
only one outlier prompt out of 45 actually performing significantly worse than baseline.

Overall, we find that using entropy-based approaches to speculative decoding affords a performance
benefit, even without using the most optimized implementation.

6 Conclusion

We demonstrate that speculative decoding with dynamic width outperforms naive speculative
decoding and other entropy-driven variants. We believe that this approach succeeds because it allows
us to capitalize on the increased match rate afforded by tree batches while being responsive to the
model’s confidence. Overall, this results in a ~7% reduction in average response generation time /
increase in tokens per second. This result demonstrates entropy’s viability as a tractable and useful
uncertainty measure in inference scaling.

6.1 Future Work

In the future, we would like to explore additional algorithmic and hardware accelerations. This
includes a more sophisticated implementation of tree batching, potentially incorporating entropy
variance into our uncertainty metric [11], and using hierarchical draft models as in [9]. Projects such as
Sequoia [3] have developed tree-batch implementation with decreased redundancy and hardware-aware
configuration. Moreover, it implements an overall "token budget" for speculative tree generation, which
we believe is helpful for hardware-aware optimizations.

Moreover, we would like to gather more extensive data on the relationship between draft-model
agreement and entropy. The data in our paper was generated from benchmarks that are limited in scope.
Moreover, we used GPT2 and GPT2-large, models that are relatively behind state-of-the-art technology.
With more data, we believe that we can significantly improve our technique by developing a branching
factor equation that is more empirically driven (or perhaps one that is itself learned). Additionally,
we neglect to incorporate oracle logit entropy in our methods. If both the draft and oracle entropies
are high at a sequence position, we can interpret this as both models being uncertain about the next
token. In this case, we believe that we can loosen the draft-oracle match criteria by either defining a
confidence interval or taking multiple samples from the oracle logits. Since the oracle model is also
uncertain, any of its top-k predictions are reasonable selections, for some empirically determined k.
With an appropriate function from entropy to k, we believe we could improve inference with little cost
to output correctness.

Finally, we would also like to perform a more complete hyperparameter sweep to better understand the
optimal behavior of our algorithm when applied to more optimized models and implementations.
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7 Supplementary Material / Appendix

Figure 3: Logit entropy distributions for correct and incorrect model generations

(a) Example tree batch (b) Tree batch attention mask

Figure 4: Tree batch and corresponding attention mask
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(a) Baseline vs returning early if entropy > 1 (b) Baseline vs copying down the batch dimen-
sion for more options at singular high entropy
index

(c) Baseline vs tree batches with dynamic
branching factor and fixed depth of 4

(d) Baseline vs tree batches with dynamic
branching factor and depth

Figure 5: Baseline (vanilla speculative decoding with 4 speculated tokens) vs entropy-based dynamic
approaches

Figure 6: Static tree with fixed branching factor of 2 vs dynamic branching factor tree
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